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Potential symmetry of a class of nonlinear transport equations taking into account the effects
of memory is studied. For a specific transport coefficient the symmetry is shown to be infinite.
This fact is used for constructing nonlocal transformation linearizing the transport equation.
New formulae of nonlocal nonlinear superposition and generation of solutions are proposed.
Additional Lie symmetries of the corresponding linear equations are used to construct nonlocal
symmetries of the source equation. The formulae derived are used for the construction of exact
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1. Introduction
In this work we consider the following modification of nonlinear transport

equation
τ ut t + ut = κ

[
un ux

]
x
. (1)

Here τ > 0, κ > 0, n is an integer number. Eq. (1) can be formally introduced
[1, 2] if one changes in the balance equation the convenient Fick law

J (t, x) = −∇ q(t, x),
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describing the thermodynamical flow-force relations, with the Cattaneo equation

τ
∂ J (t, x)

∂ t
+ J (t, x) = −∇ q(t, x),

which takes into account the effects of memory [1–4].
The aim of this work is two-fold. In the first part (Section 2) we are focusing

on the study of the potential symmetry [5] admitted by Eq. (1). For a generic
value of the parameter n it is shown to be trivial. Yet for n = −2 the symmetry
is infinite. In this case Eq. (1) is linearized [5] by means of the nonlocal change
of variables.

Then, in Section 3 and the following sections we use the linearization of Eq. (1)
to generate exact solutions and to construct new formulae of nonlinear superposition
principle. Besides, the Lie symmetry of connected linear PDE is used for constructing
the corresponding induced nonlocal symmetry of the transport equation. In this
approach we use the method of nonlocal transformations of variables [6–10] for
the systematic construction of new formulae of nonlocal nonlinear superposition and
generation of solutions for nonlinear transport (or telegraph) equation.

In Section 4 we apply the nonlocal transformation for mapping a special case of
nonlinear transport equation into itself (in nonlocal sense), and use this transformation
to generate its solutions.

A Lie symmetry generator admitted by a linear homogeneous equation allows
for the generation of new solutions from the known ones. This property enables us
to construct the formulae for generation of solutions to Eq. (1) (Section 5).

2. Potential symmetry and nonlocal linearization of equation (1)

First of all, let us note that for positive τ and κ one can, using the scaling
transformation

t = eα t̄ , x = eβ x̄, α = log τ, β = log
√
τ κ, (2)

rewrite Eq. (1) in the dimensionless form

ut̄ t̄ + ut̄ =
[
un ux̄

]
x̄

(3)

(for simplicity we omit bars in the forthcoming formulae). It is evident, that Eq.
(3) can be presented as a local conservation law

∂

∂ t

(
ut + u

)
−

∂

∂ x

[
un ux

]
= 0.

So, following [5], we present Eq. (3) in the form of the potential system{
vx = ut + u,

vt = u
n ux,

(4)
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and look for the Lie symmetry generator [5, 11]

X = ξ(x, t, u, v)
∂

∂x
+ η(x, t, u, v)

∂

∂t
+ ϕ(x, t, u, v)

∂

∂u
+ ψ(x, t, u, v)

∂

∂v

for this system. If any of the coefficients ξ, η or ϕ depends explicitly upon the
potential variable v, then the infinitesimal symmetry generator X (IFG to abbreviate)
induces the nonlocal potential symmetry of Eq. (3).

Acting with the operator X on the system (4), and performing the splitting
[5, 11], one can obtain the following system of determining equations:

ηu − ξv = 0, (5)
ξu − u

nηv = 0, (6)
ξt − u

nηx − u
n+1ηv = 0, (7)

uξu + u
nϕv − ψu = 0, (8)

ξx − ηt + 2uξv + ϕu − ψv = 0, (9)
nϕ − u[ξx − ηt − ϕu + ψv] = 0, (10)

uξx + u
2ξv + ϕ + ϕt − ψx − uψv = 0, (11)
uξt + u

nϕx + u
n+1ϕv − ψt = 0. (12)

Let us note, that Eqs. (5)–(7) form the autonomous subsystem containing merely the
functions ξ, η. In order to facilitate its solution, we use the Rosenfeld–Groebner
algorithm (running under the “Mapple”), which splits a self-consistent overdetermined
system of differential equations into a list of regular equivalent systems. Since this
list is different for different values of the parameter n, we present the results in
the form of the table.

No. n = −2 n = −1 n = 0 n /∈ {−2,−1, 0}
1 ηvvv = ηvtt + ηvt ηvvv = 0 ηvvv = 0 ηvvv = 0
2 ηvvx = 0 uηuu = ηvv ηvvt = ηvv ηuu = ηvvu

n

3 u2ηuu = ηvv ηuv = 0 ηvvx = 0 ηuv = 0
4 u2ηuv = ηvtu+ ηvu+ ηx ηut = ηvv ηvtt = ηvxx + ηvt ηut = ηvvu

n+1

5 u2ηut = ηvvu+ ηvx uηux = ηx ηuu = ηvv uηux = ηx

6 uηux = ηx ηvt = 0 ηuv = 0 ηvt =
n+1
u
{ηvu+ ηx}

7 ηtx = 0 ηvx = 0 ηut = ηvvu+ ηvx ηvx = 0
8 ηxx = 0 ηtx = 0 ηux = ηvt − ηv ηxt = 0
9 – – – ηxx = 0

We begin with the generic case. Solving step by step the equations placed in
the rows 1–9 of the last column, we obtain that

η = C1e
(n+1)t

(
un+2

(n+ 1)(n+ 2)
+
v2

2

)
+v

(
C2e

(n+1)t
− C3

)
+u (C3x + C4)+g(t). (13)
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Solving next Eqs. (5)–(7), we find that

ξ =
un+1

n+ 1

(
e(n+1)t

(
C1v +

C2

2

)
− C3

)
+ v (C3x + C4)+ f (x). (14)

Now let us address the system (8)–(12). Subtracting equation (10) from (9), we
get

ϕ =
2
n
u(ξx − ηt + uξv). (15)

Using this formula, we express the derivatives of the function ψ in terms of the
already known functions:

ψx =−u
2ξv + uηt + ϕ + ϕt − uϕu, (16)

ψt = u
n+1ϕv + u

nϕx + uξt , (17)
ψu= uξu + u

nϕv, (18)
ψv = ξx − ηt + 2uξv + ϕu. (19)

Comparison of the mixed derivatives ψµν = ψν µ shows that Ci = 0, i = 0, . . . , 4,
g(t) = C5 = const, and f (x) = C6 x + C7. The remaining coefficients of the IFG
can now be easily calculated:

ϕ = C6
2 u
n
, ψ =

{(
1+

2
n

)
C6 v + d

}
.

The results obtained can be summarized as follows.
STATEMENT. For n 6= {−2, −1, 0} the system (4) admits symmetry generators

X1 = x
∂

∂ x
+

2
n
u
∂

∂ u
+

(
1+

2
n

)
v
∂

∂ v
, (20)

X2 =
∂

∂ x
, X3 =

∂

∂ t
, X4 =

∂

∂ v
.

Thus, in the generic case Eq. (3) does not possess the potential symmetry.
Now let us discuss the particular cases that were excluded in the above consid-

eration. We omit the linear case n = 0, falling out of the context of this article. In
the case n = −1, following the steps outlined above, one easily gets convinced that
the system (5)–(12) admits just the same set of generators as the generic one, and
no another local symmetry generator appears. The situation is completely different
when n = −2. General solution of equations placed in the rows 1–9 of the first
column of the table is as follows,

η = C1

(
xuv + ln |u| −

v2

2

)
+ C2(ux − v)+ f1(t)+ e

−tF(X1, X2), (21)

where X1 = u e
t , X2 = v, f1(t) is an arbitrary function. To obtain ξ , we insert

(21) into the formulae (5)–(6). Equating the mixed derivatives ξu v = ξv u, we get
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that C1 = 0, while F(X1, X2) satisfies the equation

FX2X2(X1, X2) = X
2
1 FX1X1(X1, X2).

Now, solving Eqs. (5)–(7), under the above restrictions, we get the formula

ξ = C2

(
vx +

1
u

)
+G(u et , v)+ f3(x), (22)

where f3(x) is an arbitrary function, and G(X1, X2) satisfies the equation

GX2(X1, X2) = FX1(X1, X2).

From (15) we get

ϕ = u
[
f ′1(t)− f

′

3(x)− C2 (v + x u)− e
−tF(X1, X2)

]
.

Using the formulae (16)–(19) and comparing the mixed derivatives ψµν = ψν µ, we
obtain the expressions

f1(t) = C3 = const, f3(x) = C4 + C5 x,

and an extra equation

X2
1 GX1(X1, X2) = FX2(X1, X2

)
.

Returning now to the system (16)–(19), we find out the coefficient ψ ,

ψ = C6 − 2C2 (log u+ t) .

Thus, the following statement holds true.

THEOREM 1. For n = −2 the potential system (4) admits an infinite-dimensional
Lie algebra spanned by the following operators:

X1 =
∂

∂t
, X2 =

∂

∂x
, X3 =

∂

∂v
, X4 = x

∂

∂x
− u

∂

∂u
,

X5 = (u
−1
+ xv)

∂

∂x
+ (xu− v)

∂

∂t
− u(v + ux)

∂

∂u
− 2(log u+ t)

∂

∂v
,

X∞ = G(X1, X2)
∂

∂x
+ e−tF(X1, X2)

∂

∂t
− ue−tF(X1, X2)

∂

∂u
.

(23)

As can be checked, the generator X∞ fulfills the theorem from chapter VI of
[5], which guarantees the existence of a linearizing change of variables. In our case
the corresponding formulae are as follows:

p = X1 = e
tu, q = X2 = v, w = ψ1

= x, z = ψ2
= et . (24)

The substitution (24) transforms (4) into the systemwq(p, q) = zp(p, q),wp(p, q) =
1
p2 zq(p, q)

(25)
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(note that an extra condition z > 0 should be fulfilled). The system (25), in turn,
is equivalent to the second-order linear PDE

p2 zpp(p, q)− zqq(p, q) = 0, (26)

which, after the change of variables

q = q, r = log p, F =
z
√
p
,

turns into the Klein–Gordon equation

Fqq(r, q)− Frr(r, q)+
1
4
F(r, q) = 0. (27)

Solutions of this equation can be obtained by standard methods, described e.g. in
[12].

3. Linearization and nonlinear superposition principle
In order to present Eq. (3) in the form of conservation law, a potential function

v determined by the auxiliary system

vx = φ
t(x, t, u(r)), vt = −φ

x(x, t, u(r)) (28)

should be introduced. Integrating, for example, the first equation with respect to x,
we get the expression

v =

∫
φt(x, t, u(r))dx. (29)

Suppose that a nonlocal transformation

T : xi = hi(y, v(k)), i = 1, . . . , n, uK = HK(y, v(k)), K = 1, . . . , m,

including the dependence of integral variables of the type (29), maps the given
equation

F1(x, u(n)) = 0 (30)

into an integro-differential equation 8(y, v(q)) = 0 of order q = n+ k, which admits
a factorization to another equation

F2(y, v(s)) = 0, (31)

i.e. 8(y, v(q)) = λF2(y, v(s)). The symbol u(r) denotes the tuple of derivatives of
the function u from order zero up to order r , λ is an integro-differential operator
of order n+ k − s. Then we say that equations F1(x, u(n)) = 0 and F2(y, v(s)) = 0
are connected by the nonlocal transformation T .

If Eq. (31) coincides with the initial equation (30), then T is a nonlocal
symmetry transformation of Eq. (30) and we can directly use T for the construction
of formulae for generating solutions of this equation. Otherwise, there exist two
possibilities.
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Suppose that Eq. (31) possesses a Lie symmetry generator X which is not
associated with a Lie symmetry generator of Eq. (30). Then we construct the one-
parameter group of Lie symmetries generated by X and the corresponding formula
for generating of solutions of (31). This formula is extended onto Eq. (30) by
inverting the transformation T . If an additional Lie symmetry generator is admitted
by Eq. (30), then we apply the above procedure in the inverse direction.

If Eq. (31) is linear, then we can construct the formulae of nonlinear nonlocal
superposition of solutions for Eq. (30) [13, 14]. Such formulae allow us to construct
a new solution to Eq. (30) from known ones.

3.1. Formula of superposition of solutions for the potential system

Let us present the nonlinear transport equation

ut t + ut − ∂x
(
u−2ux

)
= 0 (32)

in the potential form:

vx − ut − u = 0, vt − u
−2ux = 0. (33)

The transformation

x = p(r, s), t = ln |q(r, s)|, u(x, t) =
r

q(r, s)
, v(x, t) = s. (34)

maps the system (33) into the linear system

ps − qr = 0, pr − r
−2qs = 0, (35)

which can be interpreted as the Bäcklund transformation, connecting the pair of
linear partial differential equations

qs s − r
2qr r = 0 (36)

and
ps s − ∂r

(
r2 pr

)
= 0. (37)

The homogeneous linear system (35) admits a linear superposition of solutions.
We use this fact for the construction of a new solution from two known ones,
supposing that

pIII
= pI

+ pII, qIII
= qI
+ qII. (38)

And since the systems (33) and (35) are connected by the transformation (34), the
corresponding principle of nonlinear superposition of solutions can be constructed
for Eq. (33).

THEOREM 2. The nonlinear superposition formula of solutions for the system
(33) has the form:

uIII(x, t) = uI(τ I, ηI) e(η
I
−t), vIII(x, t) = vI(τ I, ηI), (39)
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where the functional parameters τ I
= τ I(t, x) and ηI

= ηI(t, x) are defined by the
system

vI(τ I, ηI) = vII(x − τ I, ln |et − eη
I
|), (40)

eη
I
uI(τ I, ηI) = uII(x − τ I, ln |et − eη

I
|)(et − eη

I
). (41)

Really, let there exist two known solutions uK(τK, ηK) (K = I, II) for two systems
(33) depending on their own independent variables. Applying the transformation

τK
= pK(r, s), ηK

= ln |qK(r, s)|, uK(τK, ηK) =
r

qK(r, s)
, vK(τK, ηK) = s (42)

to each of them, we get two linear systems equivalent to (35):

pK
s (r, s)− q

K
r (r, s) = 0,

pK
r (r, s)− r

−2qK
s (r, s) = 0.

(43)

As the initial system (33) admits linearization to (35), we can apply the linear
superposition principle (38) to the solutions of the corresponding linear system

p(r, s) ≡ pIII
= pI

+ pII, q(r, s) ≡ qIII
= qI
+ qII. (44)

This way, using the transformation (34), one can construct a new solution to the
nonlinear system (33).

In order to present this result in a more convenient form, we consider the
transformations inverse to (42) and (34), accordingly:

r = eη
K
uK(τK, ηK), s = qK(r, s), pK(r, s) = τK, qK(r, s) = eη

K
, (45)

r = etu(x, t), s = v(x, t), p (r, s) = pI
+ pII

= x, q(r, s) = qI
+ qII

= et , (46)

Comparing these formulae with (34), we find the equalities

τ II
= x − τ I, ηII

= ln |et − eη
I
| (47)

and
v(x, t) ≡ vIII(x, t) = vI(τ I, ηI) = vII(τ II, ηII) = s.

Second equation of the formulae (39) and equality (40) follow from these equations.
One can easily see, that first equations in (45), (46) allow for obtaining the first
formula of (39). Applying next (47), one gets the condition (41).

Given the solutions uI, vI, uII and vII, the values of the functional parameters
τ I and τ II are found by solving the system of Eqs. (40), (41). The last step
is the specialization of the new functions uIII(x, t) and vIII(x, t) attained via the
substitution of the expressions of τ I and ηI into (39).

We illustrate the usage of the superposition formula (39) for the generation of
solutions of the system (33). Note first that the chosen initial solutions

uI
=

1
x
, vI

= ln |x| − t + c3, uII
= −

e−t

c4 x + c5
, vII

= c4et + c6 (48)
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do not generate the resulting solutions uIII, vIII of the system (33) via the straight-
forward application of the superposition algorithm.

For another choice of the initial solutions we get the following cases:

1. uI
=
h

x
, vI
= h ln |x| − th−1

+ c3, uII
= h, vII

= hx + c4 generates the implicit
solutions

h3
− h2x uIII

+ ((c3 − c4 − h)h+ ln |h| − t) uIII

+ (h2
− 1) uIII ln |h− uIII

| − h2 uIII ln |uIII
| = 0,

c3h− h
2 ln |h| − t − h vIII

+ (h2
− 1) ln |vIII

− h x − c4|

+ ln |vIII
− h x − h− c4| = 0.

(49)

2. uI
=
h

x
, vI
= h ln |x| − th−1

+ c3, uII
= −

e−t
c4 x+c5

, vII
= c4 et + c6 generates

the implicit solutions

−1+ (c6 − c3)h− ln |h| + (h2
− 1) ln |c4| + h

2t + (c4h− u
III)(c4x + c5)et

+ h2 ln |uIII
| − (h2

− 1) ln |uIIIet(c4x + c5)+ 1| = 0,

− ln |c4| − c3h+ h
2(ln |c4| − ln |h|)− h2 ln |c4x + c5| + h vIII

− (h2
− 1) ln | − vIII

+ c4et + c6| + h
2 ln |h(−vIII

+ c4et + c6)− 1| = 0.

(50)

3. uI
=
c1 + c2e−t

x
, vI
= c1 ln |x| − 1

c1
ln |c1+ c2e−t | − 1

c1
t + c3, u

II
= −

e−t

c4 x + c5
,

vII
= c4et + c6 → uIII

= ew−t , vIII
= c−1

1 (−ew(c4 x+ c5)+ c4 (c1et + c2)+ c1 c6− 1),
were w satisfies the equation

c2
1w − x ew(c4 x + c5)+ c4 (c1et + c2)+ c1(c6 − c3)− 1

+ (1− c2
1) (ln |1+ c4 x(ew + c5)| − ln |c4|) = 0.

Here c1, . . . , c6 are constants.

3.2. The formula of superposition of solutions for nonlinear transport equation

Integrating the first equation of the linear system (35) and substituting the result

q(r, s) =

∫
ps(r, s) dr

into the formulae of the transformation (34), we obtain the corresponding nonlocal
integro-differential transformation

x = p(r, s), t = ln
∣∣∣∣∫ ps(r, s)dr

∣∣∣∣ , u(x, t) = r

(∫
ps(r, s)dr

)−1

. (51)
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THEOREM 3. The nonlocal integro-differential transformation (51) leaves Eq.
(32) invariant on the manifold defined by this equation and its appropriate integro-
differential consequences.

To prove this statement we just insert righthand sides of the integro-differential
equations ∫

ps s s(r, s) dr = ∂s
(
r2∂rp(r, s)

)
,∫

ps s(r, s) dr = r
2∂rp(r, s),

and
ps s(r, s) = ∂r

(
r2∂rp(r, s)

)
into the result of mapping equation (32) by the transformation (51), which, after
some algebraic manipulation, gets zero.

Transformation (51) can be applied for the construction of the nonlocal super-
position principle for Eq. (32).

ALGORITHM 1. (General principle of superposition.) Let uJ(τ J, ηJ), J = I, II be
two known (initial) solutions of Eq. (32). Applying transformations (51) in the form

τ J
= pJ(r, s), ηJ

= ln |
∫
pJ
s(r, s) dr|,

uJ(τ J, ηJ) = r

(∫
pJ
s(r, s) dr

)−1

,

(52)

and solving (52) with respect to
∫
pJ
s(r, s)dr , we get two possibilities of deriving

the corresponding differential equation. The first—differentiating both sides of the
equality with respect to r . The second—differentiating both sides of the same equality
with respect to s and then using the integro-differential consequence of Eq. (32)∫

pJ
ssdr = r

2pJ
r . (53)

Solving the equations obtained with respect to pI(r, s) = P I(r, s) and pII(r, s) =
P II(r, s), we find solutions containing arbitrary functions f J(r, s), which are specified
by Eq. (37). Next we apply the linear superposition principle to functions defined
above

p(r, s) = P I(r, s)+ P II(r, s), (54)

obtaining this way corresponding differential equation. Application of the inverse
transformation

r = etu(x, t), s =

∫
(ut(x, t)+ u(x, t)) dx, p(r, s) = x (55)
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to Eq. (54) allows us to get an equation for the integral
∫
ut(x, t) dx. Solving it

we obtain the relation in the form∫
ut(x, t) dx = H(x, t, u . . . ).

Again, there are two ways of obtaining the corresponding differential equation on
u(x, t). The first—differentiating both sides of the equality with respect to x. The
second—differentiating both sides of the same equality with respect to t and then
using the integro-differential consequence of (32) in the form

u−2ux = ∂tH(x, t, u . . . )+H(x, t, u . . . ). (56)

Solving the appropriate differential equation with respect to u(x, t), we get the
nonlocal ansatz for Eq. (32), which must be specialized by substituting it into this
equation.

Using the transformations (51), (52) and the inverse ones, then taking advantage
of the equalities

r = uI(τ I, ηI)eη
I
= uII(τ II, ηII)eη

II
,

s =

∫ (
uηI

I(τ I, ηI)+ uI(τ I, ηI)
)
dτ I

=

∫ (
uηII

II(τ II, ηII)+ uII(τ II, ηII)
)
dτ II,

we find another way of constructing the superposition principle for Eq. (32).

ALGORITHM 2. (“Light” principle of superposition.) The nonlinear superposition
formula of solutions for equation (32) has the form:

uIII(x, t) = uI(τ I, ηI) e(η
I
−t), (57)

where the functional parameters τ I
= τ I(t, x) and ηI

= ηI(t, x) are defined by the
system ∫ (

∂ηIu
I
+ uI) dτ I

+ s1(η
I) =

∫ (
∂ηIIu

II
+ uII) dτ II

+ s2(η
II), (58)

τ II
= x − τ I, ηII

= ln |et − eη
I
|, (59)

eη
I
uI(τ I, ηI) = uII(x − τ I, ln |et − eη

I
|)(et − eη

I
), (60)

containing two arbitrary functions of t which are specified by the equations

∂ηJ

(∫
( ∂ηJu

J
+ uJ) dτ J

+ sJ (η
J)

)
−
∂τ Ju

J

(uJ)2
= 0, J = I, II. (61)

Note that both of these algorithms are useful for generating solutions of Eq. (32).
Applying the superposition formula (57) to the initial constant solutions uI

= k, uII
=
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h, we get a new solution

uIII
=

kh

k + h
. (62)

The same initial solutions produce less trivial solutions via application of the general
superposition principle (Algorithm 1):

uIII
=

c1 + c2

et(x + c3)
,

uIII
=

kh

2(k + h)2 et

(
G±

√
G2 − 4(k + h)2c2

1

)
,

where
G = kh(x + c3)c1 + (k + h) et ,

ci are arbitrary constants. For c1 = 0 this solution turns into (62).
If the construction of new solutions via the Algorithm 1 is too complicated, then

the superposition formula (57) may be useful for the construction of more simple
solutions.

The usage of the superposition formula (57) for generating solutions of equation
(32) allows one to get a new solution from the initial solutions without any
knowledge of appropriate potential function. We illustrate the application of this
superposition formula by means of several examples.

1. uI
= k, uII

= −
e−t

c4 x + c5
→ uIII

= k e−t
w ±

√
w2 − 4c2

4

2c2
4

, w = c2
4et −

k(c4x + c5)− c4c6.

2. uI
=

1
x
, uII

= −
e−t

c4x + c5
→ uIII

=
e−t(−1+ c4eg)
c4 x + c5

, were g is implicitly

defined by the equation

−c3 − c4 (eg − et)+ c6 + ln
∣∣∣∣−1+ c4 eg

c4 x + c5

∣∣∣∣ = 0. (63)

There exists a nonlocal integro-differential transformation inverse to (51), con-
necting equations (37) and (32):

r = etu(x, t), s =

∫
(∂t u(x, t)+ u(x, t)) dx, p(r, s) = x, (64)

and the similar transformation

r = et u(x, t), s =

∫
(∂t u(x, t)+ u(x, t)) dx, q(r, s) = et , (65)
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which connects Eq. (36) with (32). So, the exact solutions

q(r, s) = c2
√
r
(
c3r

1/2
√

1+4c1 + c4r
−1/2
√

1+4c1
)

e
√
c1s,

p(r, s) = c7c5r
1/2
√

1+4c1−1/2e−
√
c1s,

of the linear equations (36) and (37) allow us to construct corresponding solutions
of nonlinear Eq. (32):

(t + ln |u|)
√

1+ 4c1 + ln

∣∣∣∣∣−c3
(
−2xu

√
c1 ± (

√
1+ 4c1 + 1)+ 2hu

√
c1
)

c4
(
−2xu

√
c1 ± (

√
1+ 4c1 − 1)+ 2hu

√
c1
) ∣∣∣∣∣ = 0,

u = −
(1+
√

1+ 4c1)

2 x
√
c1

(
e
(k−t)(−1−2c1+

√
1+4c1)−ln|x|(

√
1+4c1+1)

(−1−2c1+
√

1+4c1) x
−2

−1+
√

1+4c1 − 1

)
.

Here ci , k and h are arbitrary constants.

4. The formulae generating solutions of an equation invariant with respect to
nonlocal transformations

The existence of transformation (34) enables one to map any Lie symmetry
generator of the system (35) to the corresponding Lie symmetry generator of the
system (33). It is easy to check that the linear system admits the generator

Y = rs ∂r + ln |r|∂s −
(
p s r + q

2r
− P

)
∂p +

(
q s − p r

2
+Q

)
∂q, (66)

where P = P(r, s), Q = Q(r, s) are arbitrary solutions of (35).
Applying to this generator transformation (34), we get an equivalent Lie symmetry

generator of the system (33),

X =
(
−
xuv + 1

2u
+ P(etu, v)

)
∂x +

((v − xu)
2
+e−tQ(etu, v)

)
∂t

+ u
((v + xu)

2
− e−tQ(etu, v)

)
∂u + (t + ln |u|)∂v, (67)

determining the potential symmetry of the initial equation (32).
Just in the similar way other generators of the Lie invariance algebra of the

linear system (35) can be obtained by adding the P(r, s) ∂u,Q(r, s) ∂v components
to any generator of the corresponding finite Lie invariance algebra of this system.
Any such symmetry can be transformed by (34) into the equivalent Lie symmetry
generator of the nonlinear system (33), and consequently admits its presentation in
the form of a nonlocal formula for generating solutions.

Consider, for instance, the Lie symmetry generator

X6 = v ∂x + u ∂t − u
2 ∂u, (68)
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admitted by the potential system (33). Obviously, it determines the corresponding
potential symmetry for (32). The finite group transformation corresponding to X6
is as follows:

xI
= x + εv(x, t), t I = ln |u(x, t)ε + 1| + t,

uI(xI, t I) =
u(x, t)

u(x, t)ε + 1
, vI(xI, t I) = v(x, t).

(69)

According to these formulae, having the known solution uI(xI, t I), vI(xI, t I), we can
find a new solution u(x, t), v(x, t) of the system (33).

Such additional symmetry allows for the generation of new solutions to Eq. (32).
Integrating the first equation of the system (33), we obtain the corresponding nonlocal
integro-differential transformation

v(x, t) =

∫
(ut(x, t)+ u(x, t)) dx.

Substituting this into (69), we exclude the variable v(x, t) from these equations.
Following this way, one can obtain the formulae for the generation of new solutions
of Eq. (32) from the known ones.

THEOREM 4. If uI(τ, t) (respectively u(x, t)) is a known (initial) solution and
u(x, t) (resp. uI(τ, t)) is a new (constructed) solution of Eq. (32) then the generation
of new solution by the transformation (51) is carried out by the formula

uI(xI, t I) =
u(x, t)

u(x, t)ε + 1
, xI

= x + ε

∫
(ut(x, t)+ u(x, t)) dx,

t I = ln |u(x, t)ε + 1| + t.
(70)

There are two ways of implementing the above formulae. Assume that we have
an initial solution u(x, t). Substituting it into (70) and solving the second and the
third equations with respect to the variables x and t , we can express them as
functions of xI, t I. Substituting the expressions x = x(xI, t I) and t = t (xI, t I) into
the known function u(x, t) in the first equation of (70), we obtain a new solution
uI(τ, t) of the initial equation. For instance

1. u(x, t) = e−t → uI
= e−t

I
,

2. u(x, t) = ±
e−t

c1 x + c2
→ uI

= ±
e−t

I

c1 (xI − ε c3)+ c2
.

Another algorithm based on Theorem 4 can be realized in the following way:
we substitute xI and t I determined by (70) into the initial solution uI(xI, t I) as
follows

uI
(
x + ε

∫
(ut(x, t)+ u(x, t)) dx, ln |u(x, t)ε + 1| + t

)
=

u(x, t)

u(x, t)ε + 1
. (71)

In order to find a new solution u(x, t), it is necessary to solve Eq. (71) with respect
to
∫
(ut(x, t)+ u(x, t)) dx and differentiate both sides of the obtained equality with
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respect to x. Solving the partial differential equation with respect to u(x, t), we
can find for Eq. (32) a non-Lie ansatz.

Applying the above algorithm to the solutions uI
=e−t

I
and uI

=−e−t
I
(c1x

I
+ c2)

−1

considered as the initial ones, we obtain, respectively, the following exact solutions
of Eq. (32):

1. u(x, t) = e−t , so, this solution is invariant with respect to the proposed
algorithm.

2. The second initial solution leads to the pair of equations with respect to
u(x, t), (

e−tε − c1 c2(u ε + 1)
)
u+ c1xu(u ε + 1)+ e−t = 0,(

c2
1ε(uε + 1)2et − c1c2(uε + 1)+ εe−t

)
u+ c1xu(uε + 1)+ e−t = 0.

This gives us two extra solutions:

u = −
1
ε
, u = −

e−t

c1(x − c2)
,

and

u = −
1
ε
, u = −e−t

w ±
√
w2 − 4ε2

2c1 ε2 , w = c1 εet + x − c2.

Here all ci are arbitrary constants, ε is the group parameter.

5. The generation of solutions via the nonlocal symmetries of linear equation
Another algorithm allowing to generate solutions for a linearizable equation may

be constructed by combining a symmetry of the corresponding linear equation and
the nonlocal linearizing transformation [6–10].

Assume that L is a linear differential equation, F is a nonlinear one, and τ is a
nonlocal transformation that maps equation F into L. If L admits a Lie symmetry
generator X (being a vector field on the space of independent and dependent
variables) then the corresponding differential operator Q acting in the space of
unknown functions of L maps any solution zI of L to another solution zII

= QzI.
So, nonlocal mapping τ allows to construct a new solution uII

= τ−1zII of F from
its known solution uI

= τ−1zI. Here τ−1 is treated in a certain way. Therefore, in the
case of direct application of transformation τ for the generation of new solutions of
F we should perform the following series of transformations: uI

→ zI
→ zII

→ uII.
It is possible to derive a formula generating of new solutions of F without

involving solutions of the linear equation. This way is more preferable since it allows
to avoid unnecessary (as a rule cumbersome) calculations and produce solutions in
one step.

Let us return to the linear system (35). There exists the point transformation

t = s, x = ln |r|, w(x, t) = q r−
1
2 , (72)
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connecting equation (36) with the well-known Klein–Gordon equation

wt t − wxx + w/4 = 0. (73)

The Lie algebra admitted by Eq. (73) consists of the following operators:

X1 = ∂t , X2 = ∂x, X3 = w ∂w, X4 = t ∂x + x ∂t , X5 = β(x, t) ∂x,
(74)

where the function β(x, t) runs through the set of solutions of Eq. (73). We use
the linear combination k1X1 + k2X2 and the generator X4 for the construction of
a new solution w(x, t) = wII(x, t) of equation (73) from the known one wI(x, t),
using the relations

wI(x, t) = k1∂xw
II(x, t)+ k2∂tw

II(x, t) (75)

or
wI(x, t) = t∂xw

II(x, t)+ x∂tw
II(x, t). (76)

5.1. Generation of solutions

Nonlocal symmetries of the Klein–Gordon equation allow us to construct formulae
generating solutions for the initial equation (32). The point transformation (72) maps
the Klein–Gordon equation into the linear equation (36). So, application of this
transformation to the nonlocal symmetries (75) or (76) of the Klein–Gordon equation
generates the corresponding nonlocal symmetries of (36). As the nonlocal integro-
differential transformation (65) maps equation (36) into the initial nonlinear equation
(32), the derivation of the formulae generating its solutions is possible.

THEOREM 5. The formula for the generating of solutions of Eq. (32), corre-
sponding to the generator a) k1 X1 + k2 X2, b)X4 belonging to the invariance
algebra (74), is as follows,

et = w
{
t,

∫
[ut(x, t)+ u(x, t)].x

}
, (77)

where w is defined by the procedure presented below.
1. Given a solution uI(xI, t I) of Eq. (32), we solve the overdetermined system

of PDEs

r

Q(r, s)
= uI

(∫
∂rQ(r, s) ds, ln |Q(r, s)|

)
, Q(r, s)ss − r

2 Q(r, s)rr = 0

with respect to the function Q = Q(r, s).
2. Then the equations of the overdetermined system

a) k1wX + k2wT = Q(e−X, T ), wT T − wXX + w/4 = 0,

or
b) T wX +XwT = Q(e−X, T ), wT T − wXX + w/4 = 0,

define the function w(X, T ).
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3. Solving Eq. (77) with respect to
∫
(ut(x, t) + u(x, t)) dx and differentiating

it with respect to x, we find the resulting PDE, which, after integration, gives the
appropriate ansatz for Eq. (32).

Applying Theorem 5 to the initial solutions u = c = const and u = 1
x

, we obtain
in both cases the same exact solution of Eq. (32),

u = −
e−t

c1x + c2
,

where c1, c2 are arbitrary constants. And further

u(x, t) = −
e−t

c5 x + c6
→

uI
= exp

(
−

1
2

LambertW
[
−c−2

1 (k − x)2exp
(

8 c1et − c2
2

4c2
1

)
− c−1

1 (c1t − et)
])
.

Note that one can construct a new solution w(x, t) = wII(x, t) of Eq. (73) from
the known one wI(x, t) using the relations

wII(x, t) = k1∂xw
I(x, t)+ k2∂tw

I(x, t) (78)

or
wII(x, t) = t ∂xw

I(x, t)+ x ∂tw
I(x, t) (79)

and substituting the function wI(x, t) obtained before into the appropriate equality
(note that the second PDE from item 2 of Theorem 5 can be omitted this way).

So using the operators X1 and X2 belonging to the algebra (74) we get within
the given approach the following cases:

1. u(x, t) = −
e−t

c5 x + c6
→ uI

=

e−t
(
c2

3 ±

√
c4

3 − 4 x2(et + 2c2)2
)

2 x2 .

2. u(x, t) = h → uI
= e−t

√
−h2(e−t − c2)2

LambertW
[
−h2(e−t − c2)2e2h(c3−x)

] ,
where c1, . . . , c6 and h are constants.

More solutions can be constructed by additional application of the Lie symmetry
transformations or any other formula generating solutions.

6. Conclusion
Thus, it is shown in this paper that the potential symmetry of the generalized

transport equation (1) in the case n = −2 is infinite and this equation can be
linearized. Basing on this property, we propose new algorithms for superposition
and generation of solutions. The employment of point and nonlocal transformations
allows for construction of a number of new exact solutions. Some of them are
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obtained in an explicit form, while the other have parametrical representations with
functional parameters given in implicit form. Their relations between additional Lie
symmetry, potential and nonlocal symmetries for pairs of differential equations are
established by means of appropriate nonlocal transformation. All solutions found
can be naturally extended to multi-parameter families of solutions by means of Lie
symmetry transformations or any other formula enabling to generate new solutions.
Note that the results obtained in the present paper for equation (32) can be extended
to similar classes of equations using appropriate point transformations to the formulae
employed to generate of new solutions. We hope that the methods presented in this
paper can be applied to different classes of nonlinear telegraph-type or transport
equations.
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